
From Analog to Digital
Digital Technology – the Future of Machine Vision 

Analog cameras dominated the early years of machine vision systems, offering adequate 

performance, a simple interface, and a moderate price. Technology advances, however, are 

now tipping the scales in favor of digital cameras for most new and many legacy 

 applications. Dropping prices, standardized interfaces, and opportunities for customized 

preprocessing are making the analog to digital transition painless and profitable.

In the earliest years of machine vision 
systems, the only video cameras avail
able were those developed for television. 
These early cameras produced an analog 
signal at a fixed 30 frames per second 
with limited resolution. They were nei
ther intended for direct connection to a 
computer nor for use in a control loop of 
any kind. To utilize them, machine vision 
systems needed to incorporate an inte
grated digitizer and frame grabber to 

convert and store the video information 
for processing. 

The structure of an image processing 
system that uses an analog camera thus 
has three elements, as shown in figure 1. 
The camera provides a simple analog 
signal, typically conforming to the RS170 
standard, carried on a conventional co
axial cable to the frame grabber. The 
frame grabber uses an internal digitizer 
to convert the analog signal to pixels and 

stores the data in memory. An image 
processing element, typically a PC, takes 
data from the frame grabber for process
ing and display. Because the frame grab
ber and the image processor are inde
pendent system elements, their 
programming is not automatically coor
dinated.

Using an external digitizer with an an
alog camera creates some side effects 
that complicate image processing. One is 
ambiguity in the relationship between 
the physical location that a digital sam
ple represents and the corresponding 
pixel’s location in the digital image. The 
digitizer’s sample clock and the camera’s 
line signal sweep must be coordinated 
and repeatable for the resulting pixels to 
produce a spatially correct image. Syn
chronization errors, as well as timing jit
ter in the sampling clock, will result in 
image pixels that are offset from their 
true location (see fig. 2).

Another side effect of external digiti
zation is that the horizontal and vertical 
resolution of the image can differ. The 
analog camera’s line rate determines the 
image’s vertical resolution and the digi
tizer’s sample rate determines the hori
zontal resolution. Without careful match
ing of the digitizer to the line rate the 
image pixels will not represent the square 
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Fig. 1: Analog camera 
machine vision systems 
have a simple camera 
interface, but require a 
signal digitizer, a frame 
grabber for image stor
age, and a specialized 
interface card within the 
host PC
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area samples that image 
processing algorithms as
sume. Matching to achieve 
square pixels, however, locks 
the system data rate to the 
camera’s line resolution.

Digital cameras behave 
quite differently. Each light
gathering region on a digital 
sensor receives independent 
digitization that does not de

pend on clock timing, so syn
chronization is not needed 
and timing jitter does not in
troduce spatial distortion. 
This timing independence 
means that sensor physical 
design alone determines both 
horizontal and vertical reso
lution, so image pixels are in
herently square. Further, the 
clocking speed for digital 
camera image transfers be
comes, essentially, independ
ent of the image resolution. 
The only clocking require
ment is that the system’s pixel 
clocking rate must be fast 
enough to transfer the entire 
image within the frame time. 
Even that is not a hard and 
fast rule. Digital cameras can 
be configured to transfer out 
only an area of interest within 
the image, reducing the re
quirements on the pixel 
clock. 

Digital Interfaces Simplify

Because the data coming 
from the camera is digital, the 
interface to the rest of the 
machine vision system is 
somewhat more complex than 
for analog cameras. Early 
digital camera designs used 
proprietary, highspeed inter
faces with lowvoltage differ
ential signaling (LVDS). This 
required large, bulky, and ex
pensive cables that could only 
run for a limited distance be
fore connecting to the frame 
grabber or processor. Further, 

Fig. 2: Because analog camera vision systems use an external digitizer, the 
correspondence between pixels and physical locations depends on synchro
nized and consistent timing in order to avoid spatial distortion in the   
image

 

 Analog Camera
Signal  

Digitizer
Sample Clock  

Image Pixels 

Ideal Sample Clock  

Jitter  
Jitter  

Synchronization Error
 

So
ur

ce
: F

lic
kr

, k
ah

un
ap

ul
e

www.opto-engineering.com

OPTO ENGINEERING
THE TELECENTRIC COMPANY

TELECENTRIC LENSES

Distributed in Germany by

PHYTEC MESSTECHNIK GMBH
Mainz · Tel.: 06131/9221-32
info@phytec.de · www.phytec.de

PCI / Express Framegrabber
Durchsatz – Kontinuität – Industriedesign

• Kontinuität, Langzeitverfügbarkeit und die individuelle
• Unterstützung durch unsere Profis
• Softwarekompatibler Übergang von PCI zu pciExpress
• Paralleler Einzug von bis zu 4 Kameras
• Verbindungstechnik nach Industrievorgaben
• Softwareunterstützung, Projekt-Realisierung

Mehr Infos im Web unter www.phytec.de/grabber

Ihr Plus für Ihre Bildverarbeitungsaufgaben:

M E S S T E C H N I K  G M B H

NEU

www.inspectonline.com 



because the camera interfaces were pro
prietary, system developers needed to 
ensure that the frame grabber or proces
sor interface they used would match the 
camera’s interface. In practice, this often 
meant obtaining both elements from the 
same manufacturer to ensure compati
bility.

The situation has been changing over 
the last decade, however. Today’s digital 
cameras now offer improved interfaces 
to simplify system assembly. They also of
fer improved image sensors, capable of 
much higher speeds and resolutions than 
analog cameras. The digital nature of the 
sensors has also opened an opportunity 
for cameras to incorporate functions be
yond image capture, increasing system 
design flexibility.

One of the first changes seen in digital 
cameras was the development of stan
dard system interfaces. The proprietary 
digital interfaces limited developers to 
specific camera/system combinations. 
The rise of standard interfaces freed de
velopers to mix and match components 
from different vendors as needed to meet 
their application requirements 

CameraLink was one of the first stan
dard digital camera interfaces to arise. 
Developed in 2000, CameraLink stan
dardized connector pinout and signal 
electrical characteristics for the interface 
cable. The cable was still bulky and ex
pensive, however, comprising 26 strands 
that carry parallel digital bit and control 
signals. The cable was also still relatively 
short with a 10 m length limit as com
pared to the 100 m length allowable un
der analog’s RS170.

More recently, highspeed serial digi
tal camera interfaces have arisen, in
cluding FireWire and Gigabit Ethernet 
(GigE). The move to a highspeed serial 
interface brought several advantages 

that addressed CameraLink’s limitations. 
One advantage was a reduction in cable 
complexity and cost. A 10 m CameraLink 
cable has a large, multipin connector 
and costs about $250. A GigE cable, on 
the other hand, is category 5 coax and 
costs around $15.

Of the two serial interfaces, GigE has 
arisen as the most advantageous. The 
electronics industry’s extensive use of 
Ethernet ensures that expertise in and 
support for the GigE interface in machine 
vision systems is widely available, com
pared to the more limited availability of 
FireWire expertise and support. One in
dicator of the difference in support levels 
is that FireWire remains a specialty in
terface while Ethernet is now a standard 
interface on almost all new PCs. 

A second advantage of GigE over 
FireWire is the cable length supported. 
FireWire remains limited to a 10 m 
length, but GigE is virtually unlimited be
cause it is the interface standard for net
working. A camera with a GigE interface 
can be part of a machine vision system 
located on the far side of the world. The 
use of GigE also provides electrical isola
tion between camera and system and 
benefits from continuing innovation and 
technology developments that arise in 
the networking industry.

The development of standardized 
camera hardware interfaces has recently 
led to standardization in the software 
and control interface, as well. Within the 
last three years considerable progress 
has been made toward creating a com
mon set of command options for digital 
cameras so that application programs 
can become independent of the camera 
choice. Applications simply make stan
dard calls to drivers that handle any data 
format or other hardwarespecific differ
ences.

Camera Capabilities Expand

In addition to improving system inter
faces, modern digital cameras have ex
panded the capabilities of their image 
sensors. The best analog cameras today 
have a resolution limit of about 1M pixel 
with 30 to 60 frames per second (fps) im
age capture speed, for a data rate of 
about 40 MHz. Digital cameras, on the 
other hand, can easily achieve 100 to 
200 fps with digitization speeds up to 
160 MHz and resolutions that can go be
yond 10M pixel.

Digital cameras also provide a much 
simpler and cheaper approach to color 
than analog cameras. In digital cameras 
the three color signals (redgreenblue) 
are all automatically synchronized and 
use the same serial interface as mono
chrome cameras. Analog cameras, on the 
other hand, must provide three inde
pendent signals and synchronization of 
the digitization process requires careful 
handling in the frame grabber. A com
posite color video signal that needs only 
a single cable is possible, but at the cost 
of reduced resolution and color fidelity.

One of the latest innovations to arise 
in digital cameras for machine vision is 
the availability of image preprocessing in 
the camera. A preprocessed video signal 
still has the data structure of an image, 
but has undergone some changes in the 
data content. The range of possibilities 
for the kind of changes a camera can in
troduce is wide open. For instance, a dig
ital camera can readily put a time stamp 
on each image frame by selectively re
placing data with white or black pixels to 
form numeric characters in the displayed 
image. Other possibilities include flipping 
the image vertically or horizontally, pass
ing data through a threshold filter, or ad
justing gain to increase contrasts. Many 
of these tasks are difficult or impossible 
to implement in an analog format.

To read the full article, please visit the InSPECT 
portal online at www.inspectonline.com\white
paper
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Fig. 3: This sawmill uses machine vision to determine where a roughcut board will be divided into 
standard lengths in order to eliminate defects while maximizing the length of the resulting lumber 
(Image courtesy of Comact)
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